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SUMMARY

Consider a problem of interval estimation of a maximum of a quadratic regression
function in situation, when random errors are correlated. Our aim is to examine the
robustness of confidence intervals for maximum of a quadratic regression function.
In the paper lengths and confidence levels of confidence intervals are compared with

respect to the correlation. The investigations are made on the basis of computer
simulations.
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1. Introduction

Consider a quadratic regression model
Yi:ﬁ0+ﬁl$i+ﬂ2$?+6i) i:]-)“"na

where ¢’s are normally distributed random variables such that E(e;) = 0 and D%(g;) =
o2. The problem is in interval estimation of ¢ = —3,/20,, assuming 3, < 0, i.e. the
point at which the regression function achieves its maximum.

Under assumption of independence of random errors at least two confidence inter-
vals for ¢ are known: exact confidence interval and approximate Student confidence
interval. But in many practical applications it appears that €’s are not independent,
for example in growth’s models. The question is what are the properties of the above
mentioned confidence intervals in case of correlated errors. In what follows length
and confidence level as functions of correlated errors are investigated. The model
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with repeated measurements is considered, i.e. the model
Yi; =ﬂ0+ﬂ1m,~+ﬂ2xf+sij, i=1....,m, j=1,...,k

and it is assumed that E(ei;) =0, D?(ey;) = 02,

li—dal = if j; = j
E(Eiljleizjz) = { (Q), if 5y # ]22

Results are obtained on the basis of computer simulations.

2. Confidence intervals

In matrix notation the considered model is of the form
Y =XB+e, (1)

where Y = (Y11,...,Y1im, ..., Yk1,. .., Yem)' is the vector of observations, X = 1, U
with U=[1 =z ?]i=1,. m is the design matrix, 3 = (8, 3,,,)" is the vector of
regression coefficients and € = (e11,...,€1m,...,€k1,..-,Ekm)’ is the vector of random
errors. Assume that matrix U is of full rank. If so, there exists the matrix (X’X)~!.
Denote the elements of (X'X)~! by v/, i.e. (X'X)™! = [1¥]; j=0,1,2. Let

B=XX)T'X'Y and §*=Y'(I-XXX)'X)Y/(n-3)

be LSE estimators of 8 and o2, respectively (n = km). Assuming € ~ N, (0,021,)
we have ‘

B~Ns (8,0 (X'X)7Y),  (n-3)$*~o’x*(n-3),

and 3 and S? are stochastically independent. Let ¢ = —Bl / 2[5’2 be the point estimator
of the maximum ¢ of regression function.

The first construction of confidence interval for ¢ is based on Fieller theorem
(Fieller, 1940), and is called exact confidence interval. This confidence interval has
the following form:

(r1;72), for cos > 0 and D > 0,
(—o0; 00), for cg2 <0and D <0, (2)
(—o0;71) U (re;00), for cga < 0and D > 0,

where

_ze2=vD e+ vD

D= C2 — C11C22
2022 12 ’

Cij = Biﬁj - (t(a;n - 3))2S2Vij (’L,j =1, 2))
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The second construction is based on the fact (Serfling, 1980) that
¢ = —B1/2B, ~ AN(p;0%?),
where
(26,)?

Application of the classical Student technique gives the following approximate confi-
dence interval:

W =

(¢ £ t{a,n — 3)S&), (3)

where 37 = (4p*122 + 4p11? + 1) /(26,)%.

3. Correlated errors

In many practical applications the problem of estimating ¢ occurs, but with not
independent errors. Consider the growth of a plant. It is known that during its
growth a plant achieves a maximum of its “possibilities”. For example, during the
evolution of a fruit the contents of some components (water, microelements, etc.)
increases at the beginning of the growth, achieves maximum and then decreases. The
example of the yield of tomatoes of specimen Fireball (Krzy$ko 1990) is given in
Figure 1.

yield

1 T 13 17 21 28 34
weeks

Figure 1. Yield of four plants of tomatoes Fireball
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The practical problem is in estimation of the moment in which plant gains the
maximum of its powers.

The main difference between the previous model and the growth model lies in
properties of the random errors. In growth models those errors are not independent.
We assume now that the correlation matrix of random errors ¢ is of the form o? (1.®%)
with ¥ = [Qli_jlli,jzl,”"m. Such a correlation structure is typical for AR(1) process.

We are interested in robustness of confidence level and length of confidence inte-
rvals (2) and (3) against correlation. Note that if o # 0, then

D?B = o*(X'X) 7 X/(D*Y)X(X'X) ™! = 0(X'X)~1X/(I; ® Z)X(X'X) 1.

Hence elements v/ in formulae (2) and (3) now depend on p. Analytical form of
this dependence is rather complicated and intractable (these are polynomials of m-th
degree). So to estimate the confidence level as well as the length the Monte Carlo
method was applied.

4. Simulation studies

In simulation studies we confine ourselves to z € [-1;1] interval. Note that every
finite interval for  may be reduced to [-1;1]. We chose

xi=—1+§i, 1=0,1,...,9,

ie. ten equally distributed points over the considered interval (m = 10). Such a
choice should model time points which are equidistant (for example ten weeks). We
observe k = 5 courses of regression function. Hence we have 5 x 10 observations.
Also the 0 = 0.1 was taken. On such observations we build confidence interval for
maximum and note its length and the fact if it hits a true maximum point. This
procedure was repeated 1000 times and as the result we note the mean length as well
as the empirical confidence level.

In our simulations we consider 100 quadratic regression functions given in Table 1.

In columns there are functions with the same maximum point and of different flat-
ness. In rows there are functions of the same flatness and of different maximum points.
Because of symmetry we consider only positive maximum points. The constant 8, is
not important and we put it equal to 10.

Also we have to put some values for a correlation. To make our simulations as
enhanced as possible we consider correlations from —0.9 to 0.9 by 0.1, i.e. we consider
19 values of correlation.

For our investigations we chose the approximate Student confidence interval, for
two reasons. The first one is in similar properties of (2) and (3) in basic model
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Table 1. Investigated functions

Pa B
-0.1 0.00 0.02 004 006 008 010 012 014 016 0.18
-0.5 000 010 020 030 040 050 060 070 0.80 0.90
-1.0 000 020 040 060 080 100 120 140 160 1.80
-1.5 000 030 060 090 120 150 180 210 240 2.70
-2.0 0.00 040 080 120 160 200 240 280 320 3.60
-2.5 0.00 050 100 150 200 250 3.00 3.50 400 4.50
-3.0 000 060 120 180 240 3.00 360 420 480 5.40
-3.5 000 070 140 210 2.80 3.50 420 490 560 6.30
-4.0 000 0.80 160 240 3.20 4.00 480 560 640 7.20
-4.5 000 090 180 270 3.60 450 540 630 7.20 8.10
-5.0 000 1.00 200 300 400 500 600 700 800 9.00
Tmax 0.00 010 020 030 040 050 0.60 0.70 0.80 0.90

(o = 0). Properties of those confidence intervals were studied widely by many authors
(Buonaccorsi, 1985; Buonaccorsi and Iyer, 1984; Koziol and Zielinski, 2003). The
second reason is the fact that approximate Student confidence interval always exists.

5. Results

The results of simulations are shown in figures. For presentation we chose only func-
tions with different maximum points and the same flatness (3, = —5). For other
functions results are similar.

The comparison of length (Fig. 2) of confidence intervals for different correlations
shows that length of interval does not react significantly to correlation. The widest
intervals are for correlation equal to zero (i.e., in the initial model). Then the length
reduces. The minimal length of confidence interval is for maximal correlations. Such
a behavior may be considered as a positive one: non zero correlation results in shor-
tening of confidence intervals. Hence the length may be considered as a robust one
against correlation.

The comparison of confidence levels (Fig. 3) shows, that:

1. if the correlation is negative, the confidence level is at least the nominal one, i.e.,
the confidence level in the basic model which was taken to be 95% (such a behavior
may be considered as a good one);

2. if the correlation is positive, the confidence level decreases gradually; the smal-
lest confidence level is in situation, when correlation is about 0.6, after that we observe
a rapid growth of the confidence level; the minimal value of the confidence level is
between 80% of the nominal level (for maximum at 0) and 90% of that level (for
maximum at 0.9).
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Figure 2. Empirical length of Student confidence interval
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Figure 3. Empirical confidence level of Student confidence interval
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Hence the confidence level may be considered as highly unrobust against correlation.

Our investigations were made for ten z points. It may be expected that increasing
the number of z points would not change above conclusions.

Now, the question arises how to construct an interval estimator of a maximum
of a quadratic regression function in presence of correlation. In general, there are
three approaches to the problem. The first one is to consider a model (1) with
€ ~ Nim(0,0%I, ® Y) instead of € ~ N, (0,021x,). This approach is analytically
difficult because unknown correlation g is involved in 3 and S? in rather complicated
way: ‘
B=X(L®2)'X)"1X'(I, ® £)71Y,

=Y (Le2) - L) XX @) 'X)"'X'(I, ® )" 1)Y/(n - 3).

The second approach relies on “robustification” of known confidence intervals,
Le. in doing such modifications of confidence intervals and/or data after which the
minimum over g of confidence level is as near nominal one as possible.

In the third approach confidence intervals are constructed in the model with o = 0
which are robust against correlation, i.e. such that sup, |v(¢) —7(0)| is minimal (y(o)
is the confidence level in case of correlation p).

Above mentioned approaches are under consideration and results will be presented
‘separately.
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Odpornoéé przedzialéw ufnoéci dla punktu maksimum kwadratowej
funkcji regresji na autokorelacje

STRESZCZENIE

W pracy rozwazany jest problem przedzialowej estymacji punktu maksimum kwadra-
towej funkcji regresji w przypadku skorelowanych bledéw losowych. Celem pracy jest
zbadanie odpornoéci przedzialéw ufnosci dla punktu maksimum kwadratowej funkcji
regresji. W pracy zostaly poréwnane dlugosci i poziomy ufnosci przedzialéw ufno-
$ci w zaleznoéci od skorelowania bledéw losowych. Badania zostaly przeprowadzone
w oparciu o symulacje komputerowe.

SLOWA KLUCZOWE: estymacja przedzialowa, punkt maksimum, kwadratowa funkcja
regresji, skorelowane bledy losowe, odpornosé



